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Uso de biometria no setor financeiro: o paradoxo da inovacao

STEFANO RIBEIRO FERRI

No ultimo ano, o namero
de pessoas incluidas no Siste-
ma Financeiro Nacional (SFN)
ultrapassou a marca de 200 mi-
lhoes, conforme dados do Ban-
co Central. O avanco da banca-
rizagdo reflete uma mudanca
profunda na forma como os
brasileiros se relacionam com
o dinheiro. A criacdo do Pix, a
expansado dos bancos digitais e
a consolidacdo do comércio ele-
tronico transformaram o aces-
so aos servicos financeiros. O
resultado é uma inclusdo iné-
dita, com efeitos diretos sobre
o desenvolvimento econdmico,
aredugdo de desigualdades e o
acesso ao crédito.

Mas essa transformacao,
que amplia horizontes, tam-
bém expde milhdes de pessoas
a novos riscos. Conforme pes-
quisa da Febraban, 39% dos
brasileiros ja foram vitimas de
algum tipo de golpe (ou tenta-
tiva) envolvendo suas contas

bancérias. O setor financeiro
vive um paradoxo: é referén-
cia mundial em inovagéo e, ao
mesmo tempo, enfrenta o cres-
cimento acelerado das fraudes
virtuais. O desafio, portanto, é
fazer com que inovagdo e segu-
ranca caminhem juntas.

Nesse contexto, a biome-
tria passou a ocupar papel cen-
tral nos processos de abertura
de contas e no acesso a aplica-
tivos bancérios, funcionando
como uma camada adicional
de seguranca. O uso de dados
biométricos, como o reconhe-
cimento facial, dificulta a ocor-
réncia de fraudes. Ao mesmo
tempo, trata-se de um dado
pessoal extremamente sensi-
vel, pois, diferentemente das
senhas, ndo pode ser alterado.
Sua utilizagdo exige padrdes
elevados de protecdo, transpa-
réncia e conformidade com as
normas regulatorias.

O avango tecnoldgico, no
entanto, ndo foi acompanhado
pelo letramento financeiro e

pela conscientizagdo da popu-
lagao. Milhdes de pessoas nao
compreendem plenamente os
riscos envolvidos nem a im-
portancia dos dados pessoais.
Muitas vulnerabilidades nao
decorrem da tecnologia, em si,
mas da desinformacio.

Esse descompasso ficou
evidente no episddio recente
em que se formaram enormes
filas na cidade de Sao Paulo de
pessoas dispostas a fornecer
a iris em troca de dinheiro. O
caso chamou atencdo ndo ape-
nas pelo ineditismo, mas tam-
bém por expor uma fragilidade
social preocupante: a normali-
zacao da cessdo de dados bio-
métricos. Essas pessoas tinham
plena ciéncia das possiveis con-
sequéncias? Evidente que nao.
Trata-se de uma informacao
permanente e inalterdvel, cujo
vazamento pode causar da-
nos irreversiveis.

Néao ha davida de que a
biometria, se utilizada de for-
ma correta, torna-se uma das

mais eficazes barreiras contra
acoes fraudulentas, protegendo
o patrimonio e a identidade do
consumidor. Entretanto, a se-
guranca do sistema financeiro
ndo depende apenas de aspec-
tos técnicos, mas também de fa-
tores culturais e educacionais.
E necessdario um esforco
conjunto. Instituicdes financei-
ras devem continuar investin-
do ndo apenas em tecnologias
de protecdo, mas também em
comunicacdo clara e acessivel
com seus clientes. Ao Banco
Central, cabe fortalecer as nor-
mas regulatdrias e garantir que
a tecnologia avance em conso-
nancia com a prote¢do do sis-
tema financeiro. A sociedade
civil, por sua vez, tem o papel
de incentivar o debate ptblico e
a educacao digital. Inovacao fi-
nanceira s6 se sustenta quando
acompanhada de seguranga,
letramento e responsabilidade.

ESPECIALISTA EM DIREITO DO
CONSUMIDOR E DA SAUDE

0AL/IC
9ESS
WO

Avanco da
bancarizacdo
reflete uma
mudanca
profunda na
forma como

os brasileiros
se relacionam
com o dinheiro

Governanca algoritmica: como construir os alicerces de uma IA ética e confiavel?

LEANDRO BONILLA

A Inteligéncia Artificial
deixou de ser promessa e pas-
sou a ser parte essencial das
estratégias de inovacdo em
praticamente todos os setores
da economia. Da criacdo de
contetido a automacao de pro-
cessos corporativos, a IA hoje
¢ protagonista nos negocios.
Mas, a medida que os sistemas
se tornam mais autdbnomos e
decisivos, cresce também a ne-
cessidade de garantir que eles
ndo cometam erros bruscos,
principalmente, no ambito éti-
co e de governanga.

Erros de IA podem assu-
mir varias formas. H4 os erros
de programagéo, em que o mo-
delo interpreta incorretamente
uma instrucdo ou gera resulta-
dos inconsistentes; os erros de
contexto, tipicos de sistemas
generativos que produzem res-
postas imprecisas ou inventa-
das; e os erros de viés, quando
a IA reproduz padrdes discri-
minatorios presentes nos da-
dos de treinamento. Todos os
tipos, embora diferentes em
natureza, tém uma consequén-
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cia comum: comprometem a
confiabilidade da tecnologia.

Nos ultimos meses, uma
série de episodios reacendeu
o alerta sobre os riscos do uso
indiscriminado de modelos
generativos. Um estudo con-
duzido pela Stanford School
of Medicine mostrou que cha-
tbots populares estdo perpe-
tuando ideias médicas racis-
tas e equivocadas, chegando a
formular equacdes falsas ba-
seadas em raca. Sistemas am-
plamente utilizados podem,
sem supervisdao adequada, re-
forcar desigualdades hist6-
ricas e disseminar informa-
¢Oes incorretas.

Outro caso embleméti-
co ocorreu no Brasil, quando
uma imagem gerada por IA,
mostrando um jovem negro
segurando uma metralhado-
ra observado por um policial
branco, foi utilizada em uma
sessdao da Camara dos Deputa-
dos. O episédio foi repudiado
pelo Ministério da Igualdade
Racial por perpetuar estigmas
sobre a populacdo negra peri-
férica, um exemplo de como a
falta de controle pode ter im-

plicagdes sociais profundas.

Para superar esse desafio,
a indastria caminha em di-
recdo a uma nova geracdo de
solucdes de IA: modelos hibri-
dos, que unem o poder criati-
vo da IA generativa a precisao
e seguranca da IA determinis-
tica. Essa combinacdo permi-
te que os sistemas aprendam
e se adaptem, mas dentro de
limites claramente definidos
por regras, padroes e valida-
¢Oes automaticas.

E uma abordagem que
transforma o desenvolvimen-
to de software. Em vez de de-
pender apenas de respostas
probabilisticas, que podem va-
riar e gerar inconsisténcias, as
aplicagdes passam a se basear
em estruturas légicas audita-
veis, garantindo rastreabilida-
de em cada decisao ou linha de
codigo gerada. Assim, é possi-
vel reduzir drasticamente ris-
cos de erros e evitar compor-
tamentos indesejados, como o
uso de linguagem ofensiva, a
geracdo de informagdes incor-
retas ou a tomada de decisdes
sem transparéncia.

Além da seguranca técni-

ca, essa camada de controle re-
forca o compromisso ético das
empresas que desenvolvem e
utilizam IA. Em um cendrio
em que regulacdes como o Al
Act europeu (regulamento da
Unido Europeia sobre o uso
da Inteligéncia Artificial na
regiao) e legislagdes nacionais
comecam a exigir transpa-
réncia e governanca, solucdes
que nascem com principios de
aplicabilidade, auditabilidade
e conformidade terdo vanta-
gem competitiva.

Outro aspecto decisivo é a
gestdo dos dados que alimen-
tam esses modelos. Para que
a IA seja realmente confiavel,
é essencial trabalhar com ba-
ses equilibradas e contextuali-
zadas. Dados incompletos ou
enviesados tendem a produzir
erros sistémicos, enquanto da-
dos bem estruturados permi-
tem que o sistema evolua com
consisténcia e seguranca.

O objetivo, portanto, ndo é
apenas criar uma IA que fun-
cione, mas uma IA que fun-
cione bem e de forma respon-
savel. Uma tecnologia que
compreenda os limites de sua
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atuacao, respeite diretrizes éti-
cas e mantenha coeréncia téc-
nica, independentemente da
complexidade da aplicagdo ou
do setor em que é usada.

O verdadeiro avanco da
Inteligéncia Artificial ndo esta
em substituir o raciocinio hu-
mano, mas em potencializé-lo
com seguranca e confiabilida-
de. A préxima fronteira da ino-
vacao digital ndo serd marcada
apenas por sistemas mais rapi-
dos ou criativos, mas por aque-
les que ndo erram, nem na exe-
cucdo, nem na intencao.
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